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A simple and efficient solution strategy is designed for fluid flows governed by
the compressible Euler equations. It is constructed from a stable high-order central
finite difference scheme on structured composite adaptive grids. This basic frame-
work is suitable for solving smooth flows on complicated domains and is easily
extendible with extra tools to handle specific flow problems. The stable high-order
central difference scheme is mathematically formulated using a recently derived
semi-discrete energy method for initial-boundary value problems. The high order
of accuracy reduces the number of grid points required in smooth parts of the flow
which leads to efficiency in both computational time and memory. A local grid adap-
tation technique is used to increase the grid density where required. Extra tools are
developed for the sharp resolution of shocks. The grids are refined in the shock
regions to retain accuracy. On the fine grids in these regions, an effective scalar
artificial viscosity term is added to suppress spurious oscillations generated by the
high-order central difference method. The location and orientation of shocks is de-
termined by an easy-to-implement wavelet-based detection algorithm. The overhead
of the composite adaptive grid method and detection algorithm is negligible com-
pared to the computational kernel. The local grid adaptation with the high-order
scheme is shown to increase computational efficiency. The resolution of shocks is
sharp. c© 1998 Academic Press
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1. INTRODUCTION

This paper discusses the ideas and tools that underlie a new general solution strategy for
solving fluid flows governed by the compressible Euler equations. The emphasis in the de-
sign is on simplicity and efficiency. The basic method consists of a stable high-order central
difference scheme implemented on structured composite adaptive grids. This combination
is effective for solving smooth flows on complicated domains. Simple effective tools are
built on top of this basic framework to handle more complicated problems. In this work, we
developed a fast accurate wavelet-based detection algorithm and a cheap artificial viscosity
term to show that we can effectively deal with shock waves, despite the notorious generation
of spurious oscillations by central high-order schemes. This approach in designing a solu-
tion strategy differs from the current trend in academics to develop sophisticated schemes
for specific flow situations as, for example, the essentially nonoscillatory (ENO) [35, 17]
and total variation diminishing (TVD) [42, 11] schemes.

This paper builds on results presented in [16] in which the stable high-order central
difference scheme, referred to as the SHOEC scheme, the artificial viscosity and the shock
detection algorithm were introduced in one dimension. Here, we extend the method and
tools to two dimensions and implement them on composite adaptive grids. The composite
grid method, detection algorithm, and local grid adaptation approach are independent of
the underlying numerical scheme and are therefore of general interest to the computational
fluid dynamics community.

The scope of the solution strategy is not limited to the flow problems discussed in this
paper. For example, we are investigating its use for the simulation of tidal flows. Turbulence
models can be added to the scheme without affecting its basic properties. However, the
method is not designed to deal with intricate shock interactions, moving boundaries, or
very complex domains. Also the current framework is not designed to compute strong
shock problems. It was our intention to develop a basic framework for smooth flows that
can be easily and cheaply extended to deal with weak to moderate shocks as may occur in
transonic flows.

1.1. Structured composite grid methods.Simplicity and efficiency were the two main
criteria in choosing our numerical method. We kept future implementation on parallel ar-
chitectures in mind. In general, structured grid codes have simple and transparent data
structures, are straightforward to implement and lend themselves well for parallelization
with languages such as high performance Fortran or auto-parallelizing compilers. The most
commonly used structured grids are boundary-conforming curvilinear grids, in which the
physical domain is mapped onto a square computational domain. However, for some com-
plex geometries this mapping might not exist, or it might lead to low quality grids that create
unacceptable errors in the numerical scheme. Unstructured grids, on the other hand, can be
easily adapted to geometrical complexities. To overcome the limitations of structured grids
several researchers started the development of methods based on nonboundary-conforming
Cartesian grids; see a.o. [1, 4]. Such grids can handle complex configurations without the
labor intensive case-by-case analysis that is normally required with body-fitted grids. But
special treatment is required for the grid cells that are cut by the boundaries and it is difficult
to maintain accuracy. In unstructured grids the grid points cannot be identified with coor-
dinate lines. In two dimensions a grid is typically formed by triangular and quadrilateral
cells, and in three dimensions tetrahedra, prisms, and pyramids are often used. The grids
are body-fitted and very flexible. But unstructured grids require explicit bookkeeping of the
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grid connectivity which causes a larger memory overhead. Parallelization of these codes is
harder and requires explicit message-passing to perform communication between proces-
sors. Much effort is being put into the development of parallel tools at present to try to catch
up with the structured grid world [8]. Several strategies have been developed to combine the
simplicity of the structured grids with the flexibility of the unstructured grids. Composite grid
methods divide the flow domain into subregions each of which can accommodate a smooth
curvilinear body-fitted structured grid. The underlying logical structure of composite grids
allows the use of standard structured grid methods with little modification. The individual
component grids can be patched or overlapping. In patched grids the different component
grids share a common interface. Care must be taken so that overly skewed grid cells are not
generated at the interfaces. Discontinuous or nonsmooth grid lines complicate the solution
methods. In overlapping grids, communication of the solution between the component grids
is done through interpolation, in our implementation this is a fourth-order Lagrangian in-
terpolation, which offers greater geometric flexibility with smaller mesh generation times.
Recent developments and grid generation packages are discussed by P¨art-Enander in [30],
Zhu in [44], and Gerritsen in [15]. We chose finite differences on overlapping composite
grids for their simplicity, efficiency, and suitability for parallelization. The composite grids
offer sufficient flexibility for the applications of interest.

1.2. The SHOEC scheme.Ideally, a numerical method satisfies suitable stability and
entropy (in)equalities and is locally well behaved. The construction of such schemes is hard
and often limited to scalar equations in one dimension. Many schemes have been proposed
with different properties based on different concepts. For example, the class of conserva-
tive methods was formulated to guarantee that the numerical solutions obtained are weak
solutions so that the computed shock speeds are correct. Conservation is a sufficient, but
not necessary, condition formulated for initial value problems (IVPs). As another example
we mention the concept of total variation (TV) stability discussed in [20] which led to the
construction of second-order conservative schemes that are stable for a wide class of one-
dimensional scalar nonlinear IVPs. The MUSCL scheme developed by van Leer [42], and
the PPM method proposed by Colella and Woodward [11] are based on this TV stability and
are referred to as total variation diminishing (TVD) schemes or slope-limiter schemes. The
TVD condition prevents spurious oscillations at shocks, but does not ensure that an entropy
condition is satisfied. The essentially nonoscillatory (ENO) schemes designed by Harten,
Osher, Engquist, and Chakravarthy [35, 17] were inspired by the slope-limiter techniques
employed in the construction of TVD methods. They prevent the generation of spurious
oscillations and are third or higher order accurate away from shocks and smooth extrema.
They are not necessarily TV stable, nor can they in general be shown to satisfy an entropy
condition, but they resolve shocks very sharply. The underlying theory is based on scalar
one-dimensional IVPs. Recent developments are the complex fifth-order ENO schemes
designed by Lindstr¨om [21] and the weighted ENO (WENO) schemes constructed by Shu
[18]. All these schemes have desirable qualities but do not fit our criteria of simplicity
and efficiency. Central difference schemes, on the other hand, do. Until recently, it was
not known how to derive stability estimates for high-order central difference schemes. But
advances by Kreiss, Scherer, Strand, and Olsson [19, 41, 26] led to the construction of high-
order boundary difference operators that enabled the design of stable high-order schemes
for linear systems. Olsson [25] extended these ideas to include nonlinear conservation laws.
His results were built upon in [16] to design the stable high-order central difference scheme
for the Euler equations. The derivation is based on symmetrization of the equations through
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entropy variables and a suitable splitting of the flux derivative vector. We refer to it as the
split high-order entropy-correct (SHOEC) scheme. The SHOEC scheme satisfies an energy
estimate. Entropy inequalities can be obtained if artificial viscosity is added near shocks.
This is also desirable to suppress spurious oscillations generated by the high-order central
scheme. We constructed a cheap scalar artificial viscosity term in [16] that led to sharply re-
solved shocks and retained the stability properties of the SHOEC scheme. Here, we extend it
to two dimensions. We remark that it is not necessary to add artificial viscosity outside shock
regions to stabilize the numerical method because of the inherent stability of the SHOEC
scheme.

1.3. Local grid adaptation. In large scale problems it is far more memory and time
efficient to concentrate grid points in regions where more accuracy is required while keeping
the grid density low in regions where the flow is smooth. Often, the locations of these regions
are not known a priori and they can change position in the flow domain. Thus, we use dy-
namic grid adaptation. Of course, a high grid density is needed in regions where numerical
errors exceed a predefined tolerance. For linear problems, error estimation follows easily
from stability estimates. For nonlinear equations, the numerical errors can be approximated
after linearization if the flow is sufficiently smooth [44]. Recently Sj¨ogreen [38] showed that
all numerical schemes for systems will degrade to first-order accuracy at shocks, so accuracy
can only be retained by refining the grid in the shock region. Error estimation techniques
break down at discontinuities and therefore shock detection algorithms are needed to find the
location of the shocks. In [16] a fast and accurate detection algorithm was developed based
on a wavelet-analysis of the pressure grid function in one dimension. In two dimensions, it
also gives information about the orientation of the shocks as is discussed in this paper. If
the shock is sufficiently aligned with the grid, this information can be used to refine the grid
only in the direction normal to the shock in which the flow variables change most rapidly.
In the future, this information could be used to construct an aligned composite grid in the
shock region to enhance the solution quality. Smearing of the shock on the coarse grids
can further be avoided by adding artificial viscosity only on the finer grids surrounding the
shock that were introduced to retain accuracy.

In summary, the solution strategy that we describe has the following building blocks:

• Split high-order entropy-correct finite difference scheme (Section 3)
• Overlapping composite adaptive grids for complicated domains (Section 4)
• Artificial viscosity to suppress spurious oscillations (Section 5)
• A detection algorithm to locate phenomena for grid refinement (Section 6).

We validate the components with an Euler test suite in Section 7. Conclusions and future
directions are discussed in Section 8.

2. THE COMPRESSIBLE EULER EQUATIONS

The solution strategy and tools are tested on two-dimensional flow problems governed
by the compressible Euler equations. We write them as a system of conservation laws

ut + fx + gy = 0, u, f, g ∈ R4, (x, y) ∈ Ä ⊂ R2, t > 0,
(2.1)

u(x, y, t = 0) = φ(x, y).
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The state vectoru and flux vectorsf andg are given by

u =


ρ

ρu
ρv

E

 , f =


ρu

ρu2 + p
ρuv

u(E + p)

 , g =


ρv

ρuv

ρv2 + p
v(E + p)

 .

The variablesρ, u, v, E, and p are the density, velocity in thex-direction, the velocity in
they-direction, the energy, and the pressure of the gas, respectively. The pressure is related
to the velocities through the equation of state for a polytropic gas,

p = (γ − 1)

(
E − 1

2
ρ(u2 + v2)

)
, (2.2)

whereγ = 1.4 is the ratio of specific heatscp/cv. At flow boundaries of the domain we
prescribe data for the in-going characteristic variablesωI by

ωI (∂Ä, t) = ψ(t).

At solid boundaries we require the velocity normal to the boundary to vanish. The flux
vector f (u) is a homogeneous function of order one sof (θu) = θ f (u). The Jacobianfu is
nonsymmetric.

The entropyS is given by

S = cv log(pρ−γ ) + const.

In the remainder of this paper we will use a simplified scaled expression for the entropy of
the form

S = log(pρ−γ ). (2.3)

3. THE NUMERICAL SCHEME

We argued that a desirable numerical method has three main attributes: simplicity, high
order of accuracy, and stability. Simplicity leads to efficiency. A high order of accuracy
leads to savings in memory usage and computational time in smooth parts of the flow, again
leading to efficiency. Stability ensures the numerical method is well-behaved and implies
knowledge about the numerical errors that can be used in a grid-adaptive approach. In [16]
we showed how to apply the results presented in [19, 41, 26, 25] to design a suitable high-
order central numerical scheme for the Euler equations of gas dynamics in one dimension.
If the flow is nonsmooth we add artificial viscosity in a neighborhood of the shock(s) which
we show results in an entropy inequality. Here, we present the correct two-dimensional
form of the SHOEC scheme. The complete derivation of the stability results for the (fully
nonlinear) semi-discrete Euler equations in two space dimensions and general coordinates
are given in [15]. The resulting semi-discrete equations are given in Eq. (3.4).

Studying this equation the reader may be disconcerted that what we are proposing is a
scheme in nonconservative form. However, the scheme does satisfy a stability estimate and
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an entropy inequality in the presence of shocks. We realise that this is not a solid mathemat-
ical proof that the scheme yields a unique, physically correct solution (except in the case of
scalar, convex conservation laws as shown by DiPerna [14]), but it is a desirable property. We
would also like to mention that Iollo and Salas [34] recently showed how to obtain the correct
Rankine–Hugoniot conditions from a primitive form of the Euler equations. We are currently
investigating if a similar approach can be used to derive the Rankine-Hugoniot equations
from the proposed SHOEC form. In [16] the shock speed computed by the SHOEC scheme
in one-dimensional test problems was found to be correct. In practise, the scheme is imple-
mented on composite adaptive grids. When shocks are present, we refine the grid and add
artificial viscosity on the fine grid enclosing the shock. Thus, we solve a parabolic problem
on the finest level which yields sharp resolution of shocks on the coarsest level. We believe
that the proposed approach warrants further investigation in the transonic flow regions. In
this paper we show that the scheme can handle weak shocks well. But, problems that are
dominated by strong shocks probably warrant a different approach from the one we propose.

We remark that the stability proofs are valid for single uniform grids. Stability proofs
for numerical methods on multi-dimensional composite grids are not available, but several
authors have succeeded in deriving results in one space dimension; see, amongst others,
[40, 39, 5].

3.1. The appropriate form in two dimensions.As in the one-dimensional case, we sym-
metrize the Euler equations by transformation to the so-called entropy variablesw(u), and
apply a splitting to the fluxes to obtain

ut = − 1

β + 1
(( f̃ ww)x + (g̃ww)y + f̃ wwx + g̃wwy). (3.1)

As discussed in [16] the parameterβ is given byβ = (α + γ )/(1 − γ ), whereα > 0 or
α <−γ . The entropy variablesw(u), the fluxes f̃ andg̃, and the Jacobians̃f w andg̃w are
given in Appendix A. We assume that the mapping between physical coordinates(x, y)

and the computational coordinates(r, s) ∈ (0, 1) × (0, 1) is one-to-one and that both the
mapping and its inverse are continuously differentiable. The physical and computational
coordinates satisfy the relations

xr = Jsy,

xs = −Jry,

yr = −Jsx,

ys = Jrx,
J = det

[
xr xs

yr ys

]
.

These equations imply that

∂

∂r
(J(rx + r y)) + ∂

∂s
(J(sx + sy)) = 0. (3.2)

The Jacobian of the transformation and its determinantJ are, of course, independent of
time. We further assume that|J| > 0 always. In terms of the computational coordinates,
Eq. (3.1) equals

ut = − 1

β + 1
(rx( f̃ ww)r + sx( f̃ ww)s + r y(g̃ww)r + sy(g̃ww)s)

− 1

β + 1
(rx f̃ wwr + sx f̃ wws + r yg̃wwr + syg̃wws). (3.3)
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We use Eq. (3.2) and the homogeneity relations to rewrite Eq. (3.3) as

(Ju)t = − β

β + 1
((Jrx f̃ + Jryg̃)r + (Jsx f̃ + Jsyg̃)s)

− 1

β + 1
(Jrx f̃ wwr + Jryg̃wwr + Jsx f̃ wws + Jsyg̃wws),

and we discretize it as

ut = − β

J(β + 1)
{Dr (Jrx f̃ + Jryg̃) + Ds(Jsx f̃ + Jsyg̃)}

− 1

β + 1
{(rx f̃ w + r yg̃w)Dr w + (sx f̃ w + syg̃w)Dsw}. (3.4)

Both Dr andDs are assumed to satisfy the equality

(u, Dv)h = uT
nvn − uT

0v0 − (Du, v)h, (3.5)

in respectively ther ands-directions. This is the summation-by-parts principle that was
shown in [16] to be an essential ingredient in deriving the stability results. The scalar
products used in [15, 27] to prove stability are defined as

〈u, v〉h ≡ (u, Jv)h = (Ju, v)h, (3.6)

where

(u, v)h = 1r 1s
n∑

i, j =0

σi σ j u
T
i j vi j ≡ huT6v.

The termui j represents the solution in the grid pointxi j = (i 1r, j 1s). In (3.6) each point is
scaled with the cell volume. This scalar product is a natural choice as the analytic scalar prod-
uct is equal to(u, v)= ∫

Ä
uTv dÄ = ∫

(0,1)×(0,1)
uT(x(r, s), y(r, s))v(x(r, s), y(r, s))J dr ds.

As shown in [15] the semi-discrete equations (3.4) allow the derivation of a multidimen-
sional nonlinear semi-discrete energy estimate. In the experiments performed in this paper
we used discretization operators with an overall accuracy four. It is sixth order in the interior
and third order at the boundary. Its coefficients are given in [16].

The equations (3.4) are solved in time by the third-order total variation diminishing
Runge–Kutta scheme formulated in [36]. Although our spatial accuracy is generally fourth-
order, we elected this scheme for its simplicity and stability properties. For a system of
ODEsut = L(u(w)), as in (3.4), the scheme computes the solutionun+1 at the(n + 1)th
time step according to

ũ1 = un + 1t L(un),

ũ2 = 3/4un + 1/4ũ1 + 1/41t L(ũ1), (3.7)

un+1 = 1/3un + 2/3ũ2 + 2/31t L(ũ2),

with time-step1t and intermediate variablesũ1 andũ2.
The boundary projection is applied at the end of the complete Runge–Kutta cycle to pre-

serve the accuracy of the RK method in accordance with the recommendation by Carpenter,
Gottlieb, Abarbanel, and Don [9].
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4. OVERLAPPING COMPOSITE ADAPTIVE GRIDS

The composite adaptive grid (CAG) method that we use is based on the CAG method
proposed by Zhu in [44]. The composite grid is constructed with the extendible composite
overlapping grid-generator XCOG developed by Petersson [31]. XCOG is a basic and
efficient two-dimensional grid generator. The code is well structured so that the addition of
modules developed by the user and coupling of XCOG to flow solvers is straightforward.
A three-dimensional version is developed under the name CHALMESH [32] at Chalmers’
Center for Marine Research and Technology, Sweden.

4.1. Overlapping composite grids.A composite grid is constructed from two or more
component grids that are either Cartesian or curvilinear. We start with the construction
of (small) body-fitted grids surrounding curved boundaries and then cover as much as
possible of the remainder of the flow domain with a Cartesian grid to minimize the costs of
the grid generation and the numerical computations. A simple example is shown in Fig. 1.
The subdivision of the flow domain into several different component grids can be used to
other advantages. It leads to natural domain decomposition methods for parallelization, for
example. Also, different equations can be modeled on different grids. An example of the
latter is the use of full Navier–Stokes on boundary grids and Euler on interior grids in high
Reynolds number flows [30].

The grid points in each component grid can be assigned to one of two classes:interior
points andoverlap points. In Fig. 1 the overlap points are indicated by squares in the
Cartesian gridG1 and circles in the curvilinear gridG2. We remark that this example
corresponds to a central discretization stencil of width three and that wider stencils will
require more overlap points. The two grid-point classes differ in the way their solution
values are updated. The values in the interior points are determined by the difference method.
Because the interior points of the component grids cover the complete flow domain (with
a small overlay) a new solution is computed everywhere after the time step is completed.
The values in the overlap points are computed by interpolation of the new solution values
in a set of interior points of the overlapped grid (or donor grid). Recently much effort has
been put in the design of interpolation schemes that are conservative (see, e.g., Berger [3]
and Pärt and Sj¨ogreen [29]). It does not pay to use these expensive schemes in the SHOEC
scheme because the SHOEC scheme itself is in nonconservative form. Instead we use

FIG. 1. Composite grids around a cylinder for a difference stencil with a width of three.
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Lagrangian interpolation of an order consistent with the order of the overall scheme. Thus
far we have not allowed shocks to travel through the overlap regions. We expect that the
artificial viscosity added to our scheme around shocks (Section 5) will suppress oscillations
that may be introduced by the high-order interpolation at the overlap boundaries and that
automatic grid refinement in the shock regions will keep the resolution sharp.

So far, the effect of the overlap on stability has not been studied extensively. The most
classical and perhaps most general result is by Starius in [40, 39]. He investigated hyperbolic
equations in one dimension using the Lax–Wendroff method. His results indicated that the
stability depends on the physical width of the overlap and that, in general, this width
should be independent of the mesh size. Accordingly, we keep the width of the overlap
constant when refining which means that the number of overlap points grows as the grid
size decreases.

4.2. Local grid adaptation. The purpose of grid adaptation is to restrict high grid density
to regions in which an increased numerical accuracy is needed, thus allowing coarse grids
elsewhere. We use two complementary tools to detect these regions during simulation:

1. Numerical error estimation based on the stability estimates.For linear (systems of)
equations error estimates follow immediately from the stability estimates of the semi-
discrete solution on one grid. Typically, letvh be the numerical solution to the linear
problem

ut = Lu, onÄ × [0, T ],

u(x, 0) = u0(x),

u = g(t), on ∂Ä.

If vh satisfies a stability estimate of the form

‖vh(T)‖2
Äh

≤ KeαT
(‖u0h‖2

Äh
+ ‖g‖2

∂Äh×[0,T ]

)
,

then the erroreh ≡ uh − vh, whereuh is the projection of the analytic solutionu on the
discrete domainÄh, will satisfy an estimate of the form

‖eh(T)‖2
Äh

≤ KeαT
(‖τ‖2

Äh×[0,T ] + ‖τboundary‖2
∂Äh×[0,T ]

)
.

Here,τ is the truncation error. For nonlinear equations we can derive an error estimate after
linearization. Zhu demonstrated the validity of this approach with numerical tests on the
shallow water equations [44]. The error estimates can be generalized for composite grids as
shown in the same work for low-order methods. We are currently investigating its extension
to high-order methods.

2. Shock detection based on a wavelet analysis of the pressure grid function.Error
estimation alone does not suffice. Recently, Sj¨ogreen showed that the accuracy at a shock
cannot exceed first-order on uniform grids, independent of the numerical scheme used.
The low accuracy will gradually pollute the solution away from the shock as the solution
is stepped forward in time. To retain accuracy, the grid has to be refined in the shock
regions. We remark that formal accuracy may also be preserved using shock fitting, or
subcell resolution. Because numerical error estimation is based on an approximation of the
truncation error and presumes that the solution is smooth, the analysis will break down at
discontinuities. A separate detection algorithm is needed to locate shocks. We proposed a
wavelet-based detection algorithm in [16] which is extended to two dimensions in Section 6.
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Grid refinement is achieved by the injection of extra grid points in the flagged regions,
thus creating an overlaying fine grid. If the percentage of flagged points in a grid exceeds a
certain fraction, the complete grid is refined. The ratior between coarse and fine grid size
is kept constant and equal to 4 which has been found to work well for hyperbolic equations
[2]. The solution is stepped forward in time on the complete coarse grid. Then, solutions on
the overlaying fine grids are computed for the same time, requiringr times as many time
steps if the time step is controlled by a CFL condition. The boundary conditions for the
boundaries of the fine grid that are located in the interior of the coarse grids are determined
by interpolation in space and, if needed, in time of coarse grid values. At the end of the
cycle the coarse grid solutions are updated from the fine grid solutions by injection. The
refinement process is repeated recursively so that a series of increasingly finer grids may
be created.

The size of the refined areas is kept to a minimum if the regridding is done at each step,
but this is prohibited by the regridding costs. Therefore, we create abuffer zoneof a few
grid points wide around the flagged points and include it in the regridding. The addition of
the buffer zone will keep moving features inside fine grids longer and takes care of possible
error growth directly outside a flagged region before the next regridding takes place. If
moving shocks or interfaces are detected, we approximate their speed and increase the
buffer zone in the direction of propagation. We remark that if overlap points are flagged
during the above process, their donor points are flagged as well to ensure sufficient accuracy
in the interpolation.

A (oversimplified) graphical illustration of the grid adaptation process is given in Fig. 2.
Here, we show a likely flagging of grid points in the simulation of transonic flows past a
cylinder. Two shocks are formed on the lee side of the cylinder that are detected by the

FIG. 2. Possible flagging round a cylinder when modeling transonic flow.
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shock detection algorithm. Points in the wake of the cylinder may be flagged by the error
estimation method. A buffer zone is included and donor points are flagged if necessary. As
shown, the resulting set of fine grid points is not usually contiguous, but gaps and holes
and ragged fine grid boundaries may be present. We refer to such grids as stair-step grids
for obvious reasons. In most composite adaptive grid methods the fine grid is decomposed
into a set of rectangles. This simplifies the required data structures. But it is hard to find an
efficient way to cover the flagged regions with rectangular patches. Instead, we use one data
structure for each complete fine stair step grid that accommodates the grid irregularities. The
required data structures are more complicated, but they can be created easily in C, C++, or
Fortran 90. Stair-step grids are natural in composite grid methods as the coarse component
grids have stair-step overlap boundaries. It is therefore easy to deal with refinements in the
overlap regions. Stair-step grids were used by Blom, Trompert, and Verwer in their Fortran
77 VLUGR codes [7, 6]. However, Fortran 77 does not lend itself well to the required data
structures.

5. ARTIFICIAL VISCOSITY

Artificial viscosity is needed at shocks to suppress spurious oscillations generated by the
central high-order difference scheme. Ideally, artificial viscosity terms should be constructed
such that the stability estimates are not destroyed, shocks are resolved sharply, and the
artificial viscosity terms can be computed cheaply. In [16] we designed a cheap but effective
artificial viscosity term in one dimension that satisfies these criteria. The artificial viscosity
is introduced on a (sequence of) refined grid(s) around the shock, but not on the coarse grid.
It is of the form

hQw = hD+εuw D−w, (5.1)

where

(D+u) j = 1

h
(u j +1 − u j ), (D−u) j = 1

h
(u j − u j −1),

and

ε =


1
2 mini |λi |, s = 0,

1
2|λ2 − s|, s 6= 0.

(5.2)

Here,s is the shock speed andλ1 = u − c, λ2 = u, andλ3 = u + c are the characteristic
speeds of the flow. They are evaluated at the Roe-averaged stateũ, determined by the
upstream shock stateul and the averageum = (ul + ur )/2 of ul and the downstream shock
stateur . The shock speeds for a k-shock is computed withs≈ (λk(ul ) + λk(ur ))/2. The
Jacobianuw is given in Appendix A. The term (5.1) is a consistent discretization of the
diffusion term(Eux)x = (Euwwx)x, scaled by the grid sizeh, which preserves the stability
estimates ifE = 0 at the boundary [16]. The addition of this artificial viscosity term naturally
reduces the SHOEC scheme to first-order. This is acceptable because Sj¨ogreen [38] found
that any scheme for systems of conservation laws reduces to first-order accuracy at shocks.
High-order of accuracy of a scheme can only be retained if the grid is refined in the shock
region as we do. Because we only use artificial viscosity on the locally refined grids excessive
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smearing does not occur at the coarse grid scale and thus the smallness of the artificial
viscosity is not that crucial. In fact, we can use as large an artificial viscosity as we want,
as long as we keep the refined grids on which it is applied sufficiently fine.

5.1. The artificial viscosity term in two dimensions.In two dimensions we include an
artificial viscosity term analogous to (5.1) for each computational coordinate direction in
which it is needed. That is,

|J|ut = L(u) + |J|(Qr w + Qsw), (5.3)

whereL(u) is given by the right-hand side of (3.4), and

Qr w = hDr
+ Ẽuw Dr

− w

with a similar expression for thes-direction. Hereh = 1r 1s is the cell area. The viscosity is
scalar, i.e.,Ẽ = ε̃ I . We remark that the viscosities ˜ε as defined in (5.4) through (5.6) contain
an extra1r - or 1s-term in the denominator. If the grid is sufficiently aligned with a shock,
artificial viscosity is only needed in the coordinate direction normal to the shock. Without
proper alignment we resort to adding viscosity in both directions. Care must be taken to
properly extend the scalar artificial viscosity (5.2). In contrast to the one-dimensional case,
there are an infinite number of characteristic propagation directions, given by wave vectors
κ. The corresponding eigenvaluesλκ are given by

λκ = {1κ · v̄, 1κ · v̄, 1κ · v̄ − c, 1κ · v̄ + c,},

wherev̄ is the velocity vector and1κ is the unit vector in the direction ofκ. Since we are
interested in information propagating in the direction of the computational coordinatesr
ands, logical choices areκ= ∇r = [∂r/∂x, ∂r/∂y]T andκ= ∇s= [∂s/∂x, ∂s/∂y]T. We
propose the use of

ε̃ =


1
21r mini |λ∇r,i |, s = 0,

1
21r |λ∇r,2 − s|, s 6= 0,

(5.4)

if the shock is aligned with thes-direction, and

ε̃ =


1
21s mini |λ∇s,i |, s = 0,

1
21s|λ∇s,2 − s|, s 6= 0,

(5.5)

if the shock is aligned with ther -direction. If the shock is not aligned with the grid we take
the average

ε̃ =


1
41r mini |λ∇r,i | + 1

41s mini |λ∇s,i |, s = 0,

1
41r |λ∇r,2 − s| + 1

41s|λ∇s,2−s|, s 6= 0.
(5.6)
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6. DETECTING PHENOMENA WITH WAVELETS

In the previous sections we motivated the need for an accurate and efficient detection
algorithm to locate sharp interfaces and shocks. To retain the accuracy of the numerical
scheme we need to refine the grid locally around shocks. Accurate detection of the shock
location will minimize the refinement costs. We are interested in the position of shocks or
interfaces as well as their orientation. If the grid is sufficiently aligned with a shock, refine-
ment in the direction normal to the shock will suffice. Also, addition of artificial viscosity
can be restricted to this computational direction. In future applications the information about
the orientation of the shock may be used to reconstruct the grid in the shock region. In [16]
we presented an efficient and accurate detection algorithm in one dimension based on a
multiscale wavelet analysis of a grid function, i.e. the pressure grid function. The algorithm
returns accurate information about the shock location and can also easily detect spurious
oscillations. In this section we show how the one-dimensional wavelet detection can be
extended to two dimensions.

In the last few years a number of researchers have investigated the use of wavelets in
computational fluid dynamics (see, e.g. [33, 43]). In the majority of the proposed methods the
partial differential equations are solved in wavelet space; the grid functions are expanded
in terms of a wavelet basis and appropriate operators, e.g. differentiation operators, are
constructed in the wavelet space, generally in the form of Galerkin or collocation methods.
Data compression in wavelet space, achieved by discarding all wavelet coefficients below a
certain threshold value, corresponds to grid adaptation in physical space. The wavelet-based
schemes produce high grid density in regions where the flow variables change rapidly and
low density elsewhere, because slow variations correspond to small wavelet coefficients.
Complex geometries, arbitary meshes, nonlinearities, and nonperiodic boundary conditions
are, however, difficult, if not as yet impossible, to handle. In recent work, Walden [43]
used filterbanks instead of the standard orthonormal wavelets in combination with finite
difference methods. His filterbank method is computationally more efficient and simplifies
the treatment of nonlinearities and general boundary conditions. However, restrictions on
the computational domain remain.

Our approach is different; we use wavelet analysis only at the postprocessing stage, thus
making it fully independent of the numerical method used and avoiding any problems asso-
ciated with irregular computational domains, such as stair-step grids, boundary conditions,
or nonlinearities. We are also primarily interested in detecting discontinuities and local
oscillations. If a more accurate error estimation is required we can use the error estimation
technique explained in Section 4.2. With this approach we are able to use well-established
and efficient wavelet detection algorithms developed for edge and noise detection in signal
analysis as a basis for our detection algorithm. The wavelets used are nonorthonormal spline
wavelets with symmetric, compact support designed by Mallat [22–24]. The shock detec-
tion ability of these wavelets in finite discrete domains is shown to exceed the detection
ability of popular Daubechies wavelets [12].

In the remainder of this section we very succinctly present the one-dimensional theory
first and then show how the wavelet algorithm is extended to two dimensions. Detailed
discussion can be found in [15, 16].

In one dimension a functionf is convolved with dilations and translationsψ((x − b)/a)

of a mother waveletψ(x). The parameterb is referred to as thecenterof the waveletψa,b
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anda represents itsscale. The wavelet coefficients

〈 f, ψa,b〉 ≡ 1

a

∫
f (x)ψ

(
x − b

a

)
dx

give information on the frequency content off (x) in the neighborhood ofx = b. We dis-
cretizea asam = 2m, m∈Z, wherem represents the level. The grid sizeh is normalized to
1 (corresponding to levelm= 0). At each levelm the wavelet coefficients are computed at
all grid pointsxi = i . The mother waveletψ(x) used is a quadratic anti-symmetric spline
with compact support [−1, 1] given by

ψ(x) =


2(x + 1)2,

−4x(1 + x) − 2x2,

−4x(1 − x) + 2x2,

−2(x − 1)2,

−1 ≤ x < −1/2,

−1/2 ≤ x < 0,

0 ≤ x < 1/2,

1/2 ≤ x < 1.

As discussed in [16] it is the derivative of a compact smoothing functionθ(x). In this same
reference it is shown that each wavelet coefficient〈 f, ψa,b〉 is equal to the first derivative
of the function f (x) smoothed at the scalea by the functionθa,b = a−1θ((x − b)/a). At
a shock, the first derivative will have a local maximum. The one-dimensional detection
algorithm, therefore, first collects the local modulus maxima of the wavelet coefficients at
all scales. Furthermore, modulus maxima that correspond to shocks do not vary from one
scale to the next. This is used to pick out the desired wavelet coefficients and, thus, the
shock locations.

In two dimensions we use two waveletsψ1(x, y) andψ2(x, y) given by

ψ1(x, y) = ∂θ̃(x, y)

∂x
,

ψ2(x, y) = ∂θ̃(x, y)

∂y
,

whereθ̃ (x, y) = θ(x)θ(y).
The wavelet transform of a functionf (x, y) has two components

〈
f, ψ1

a,b,c

〉 ≡
〈

f, a−1ψ1

(
x − b

a
,

y − c

a

)〉
,

(6.1)〈
f, ψ2

a,b,c

〉 ≡
〈

f, a−1ψ2

(
x − b

a
,

y − c

a

)〉
.

Again,a represents the scale andb andc are centers of the wavelet in, respectively, thex-
andy-directions. As in the one-dimensional case, we discretizea asa = 2m and compute
wavelet coefficients at all grid pointsxi, j = (i, j ).

If, as in (6.1), we use the same scalea in bothx- andy-directions in two dimensions, it
can be shown that [〈

f, ψ1
a,b,c

〉〈
f, ψ2

a,b,c

〉]
= −a

[
∂
∂b〈 f, θa,b,c〉
∂
∂c〈 f, θa,b,c〉

]
= −a∇〈 f, θa,b,c〉.
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Consequently, the components of the two-dimensional wavelet transform at(x = b, y = c)
are proportional to the components of the gradient vector off (x, y) smoothed at the scalea.
The direction of the gradient vector indicates the direction in whichf (x, y) has the largest
variation. Shocks can therefore be found perpendicular to gradients that are local modulus
maxima. So again we search for local modulus maxima first. The modulusMa,b,c of the
gradient vector is defined as

Ma,b,c =
√∣∣〈 f, ψ1

a,b,c

〉∣∣2 + ∣∣〈 f, ψ2
a,b,c

〉∣∣2
.

We investigate the behaviour of the modulus maxima across scales as in the one-dimensional
case. Finally, to recover shock curves we chain adjacent local maxima if their respective
position is perpendicular to the gradient direction.

In [16] we showed that the wavelet coefficients in one dimension can be computed
efficiently using two discrete and finite filtersG andH . In two dimensions this fast wavelet
transformation (FWT) is also possible. We can express the two-dimensional FWT in terms
of the one-dimensional filter operations as

Fm = Pm−1 ∗ (Hm−1, Hm−1),

W1
m = 1

λm
Pm−1 ∗ (Gm−1, D),

W2
m = 1

λm
Pm−1 ∗ (D, Gm−1).

Here,Pm−1 ∗ (Gm−1, D) denotes the convolution of the rows of the two-dimensional signal
Pm−1 with the one-dimensional filterGm−1 and the columns of the signal with the one-
dimensional filterD, and similarly for the other expressions. The filterD is the Dirac filter
with impulse response 1 at 0 and 0 everywhere else.

7. RESULTS

We tested the solution strategy preliminary on an Euler test suite. Here we present the
results for a traveling isentropic vortex and transonic flow past a cylinder. The first problem is
used to show the effectiveness of high-order methods in smooth flows. The second example
shows the effectiveness of the combination of detection algorithm and artificial viscosity.
In the experiments we use a sixth-order SHOEC scheme in the interior of the flow and the
appropriate third-order one-sided stencils at nonperiodic boundaries. Interpolation in the
overlap of composite grids is fourth-order Lagrangian.

7.1. A traveling isentropic vortex.We simulate the Euler equations on a square two-
dimensional domain(x, y) ∈ (0, 10)×(0, 10) with the initial conditions

ū∞ =
[
1, u∞, v∞,

1

γ − 1

]T

,

perturbed by

[δu, δv, δT ] =
[
− ε

2π
e(1−r 2)/2,

ε

2π
e(1−r 2)/2, − (γ − 1)

2γ

(
ε

2π
e(1−r 2)/2

)2
]
.

Here,T ≡ p/ρ, (x̄, ȳ) = (x − c, y − c), andr 2 = x̄2 + ȳ2. We require the flow to be isen-
tropic, sopρ−γ = const≡ 1.
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FIG. 3. Cut through density plot atx = 5 for T = 100: (a)n = 80; (b)n = 40.

The resulting state is given by

[ρ, ρu, ρv, p]

=
[(

1− C2 e(1−r 2)
)1/(γ−1)

, ρ
(
u∞ − C1 e(1−r 2)/2ȳ

)
, ρ

(
v∞ + C e(1−r 2)/2x̄

)
ργ

]
.

This state represents a vortex that is centered at(c, c). The exact solution of the Euler
equations with these initial conditions is a vortex of the same width and strength traveling
with the constant speed(u∞, v∞). The solution is computed on a squaren × n grid with
periodic boundary conditions in bothx- and y-directions. The constantsC1 andC2 are
chosen asC1 = 2.5/π andC2 = C2

1/7, andc= 5. We consider a diagonally traveling vortex
(u∞ = v∞ = 1). We compute the solution for the diagonally traveling vortex with the sixth-
order SHOEC scheme att = 100 (10 periods), and observe the decay in the quality of the
solution. The results are shown in Fig. 3. The dotted lines in the graphs show the initial and
exact solutions. For bothn = 80 andn = 40 the solutions are very accurate, even after long
time integration. We compare our results to the results obtained by Shu [37] for four different
numerical methods in Fig. 4: a second-order TVD scheme (MUSCLE with the min–mod
limiter [42]); a third-order ENO scheme [35]; a third-order discontinuous Galerkin method
[10]; and a fifth-order weighted ENO scheme [18].

The sixth-order SHOEC scheme performs as well as the third-order discontinuous
Galerkin method (DG-3) and better than the fifth-order weighted ENO scheme (WENO-
5), also forn= 40. Clearly, the second-order TVD scheme and third-order ENO scheme
result in poorer solutions. High-order accurate methods require a much lower grid density
to obtain the same solution quality. In [15] we investigated the convergence of the SHOEC
method using this test problem, which showed the expected order of accuracy of six.

7.2. Flow past a cylinder. The simulation of flow past a cylinder has been used exten-
sively as a test problem for numerical schemes in two dimensions for both inviscid and
viscous compressible flows. The simplicity of the geometry is deceptive; the flows are by
no means simple to compute. The behavior of the inviscid flow depends on the free stream
Mach number M∞. For low Mach numbers, the flow is steady and symmetric about the
horizontal and the vertical. The flow is accelerated over the cylinder and joins smoothly
at the rear. As M∞ increases, the flow eventually develops a supersonic region around the
top and bottom of the cylinder. The critical Mach number Mcr at which this occurs first is
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FIG. 4. Results experiments Shu forn = 80 andT = 100: (a) second-order TVD scheme; (b) third-order ENO;
(c) third-order discontinuous Galerkin; (d) fifth-order WENO.

approximately Mcr = 0.4. Radial shock waves are formed on the lee side of the supersonic
region. Because of the pressure gain over the shock, the flow separates at the lee side and
circulation bubbles are formed in the wake (Fig. 5), with nearly constant pressure. The
separation points are denoted byPs.

The initial condition we use is derived from the velocity field of an incompressible
potential flow past a circular cylinder with radiusR, given by

[u, v] =
[
1 + R2 (y2 − x2)

(x2 + y2)2
, −R2 2xy

(x2 + y2)2

]
.

The expressions for the remaining variablesρ and E are found by requiring constant

FIG. 5. Super critical (M∞ > 0.4) flow with stagnation points̄Ps.
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entropy in the flow domain so thatpρ−γ = C1, constant total enthalpy which requires
(E + p)/ρ = C2, and the uniform far field

ū∞ =
[
1, 1, 0,

1

γ (γ − 1)

1

M2∞
+ 1

2

]
. (7.1)

The far field corresponds to the velocity field for ((x2 + y2) → ∞) with Mach numberM∞.
We get

ρ =
(

(γ − 1)
(
C2 − 1

2(u2 + v2)
)

γ C1

)1/(γ−1)

, p = C1ρ
γ .

We took M∞ = 0.50, resulting in a maximum Mach number at steady state of approximately
Mmax= 1.6, leading to the formation of two (relatively weak) shocks. We again remark
that the proposed method is not designed for strong shock problems and high Mach num-
ber flows. The purpose of this experiment is to show that the proposed tools (detection,
adaptation, and efficient artificial viscosity) can handle transonic flow problems well.

Because composite grids are not necessarily needed in this test we can compare composite
grid results to single grid results. The composite grids used were formed by a circular
component grid around the cylinder with outer radiusr = 15 and 32× 64 grid points, and a
Cartesian background grid covering the square(−40, 40) × (−40, 40) with 200× 200 grid
points. The single circular grid has an outer radius ofr = 40 and 32× 120 grid points. The
results were identical.

In Fig. 6 the evolution of the Mach contours are displayed for the first 1600 time steps.
It clearly shows the formation of the lee shocks. At approximately 1700 time steps the
detection algorithm reports the shock which leads to refinement in the shock regions. In this
experiment, the buffer zone is equal to 4 and the whole lee side of the cylinder is regridded.

The shocks are nearly stationary; they form at 60◦ counting from the rear stagnation point
and travel upstream as the back pressure builds up to a final position at approximately 75◦.
We added second-order artificial viscosity given by 5.4 in the vicinity of the shock on the fine
grid. We added it in the circumferential direction only because the shock is nearly aligned
with the radial grid lines. Its effectiveness is illustrated in Fig. 7. Figures 7a and c show
contours close to the shock on the upper part of the cylinder at 1900 and 2300 time steps,
respectively, when the SHOEC scheme is applied without artificial viscosity. Figures 7b and
d show the solutions at the same time when artificial viscosity is added after time step 1700.
We obtain an approximate one-point shock which is maintained at long time integration
(Fig. 8). We remark that the number of contour lines is an artifact of the visualization pack-
age. At convergence the correct maximum Mach number is observed. The shock resolution
compares well to the (mostly upwind) methods reported in the GAMM workshop.

Two circulation bubbles are created in the wake. The back pressure pushes the stagnation
points upstream as conjectured. A close look at the circulation bubbles is provided by Fig. 9.

Pandolfi and Larocca [28] reported that in their numerical simulations for the symmetry
of the flow eventually breaks down after long time integration. The same behaviour was
observed in experiments run at the GAMM workshop [13] held in Rocquencourt. We did
not observe this behaviour which is likely due to the high order of the SHOEC method and
the small amount of artificial viscosity introduced.

In Table I we show profiling data representative of all simulations run on a Dec Alpha.
The Runge–Kutta column displays the time to compute the flux derivatives in symmetrized
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TABLE I

Profiling Data for a Typical SHOEC Run

Runge–Kutta f̃ , g̃, w f̃ w, g̃w Regridding Projection Misc. (Overlap)

CPU% 65 7 13 2 1 11 1

FIG. 6. Evolution Mach contours for M∞ = 0.50.
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FIG. 7. Mach contours: (a)+ (c), no artificial viscosity; (b)+ (d), artificial viscosity. added

FIG. 8. Mach contour on cylinder (dotted line) and at 1 grid point distance from the cylinder (dashed line)
after 1800 and 6000 time steps.
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FIG. 9. Velocity field in the wake.

split form. The computations of the flux vectorsf̃ andg̃, entropy variablesw, and Jacobians
f̃ w andg̃w are timed separately. The regridding procedure, which includes detection, error
control, and construction and initialization of the finer grids, takes a mere 2%. The overlap
overhead due to the interpolation is around 1% of the total CPU time. We remark that in
our experiments local grid adaptation reduced the computational time by a factor of 2 on
average. Also, a factor of 2.5 was gained in computational efficiency by increasing the order
of accuracy of the method from 2 to 4 on uniform grids. These studies were performed on
subsonic flow with a source term which allowed us to derive an exact solution and accurately
estimate errors.

8. CONCLUSIONS AND FUTURE DIRECTIONS

In this paper we proposed a simple and efficient solution strategy for solving fluid flows
governed by the compressible Euler equations. The general solution framework is formed
by a stable and central finite difference method of high order of accuracy and implemented
on composite adaptive grids. This combination is effective for solving smooth flows on
complicated domains. To handle weak to moderate shocks two new tools were constructed:
a fast and accurate wavelet-based detection algorithm and an effective and cheap artificial
viscosity. Local grid adaptation was implemented to increase resolution where required,
while keeping the overall grid density low. The high order of accuracy of the SHOEC
scheme combined with the local grid adaptation approach leads to increased efficiency
because coarser grids can be used in smooth regions. A particular example in the Euler
test suite showed a factor of six improvement in computational time when using a fourth-
order method on a two-dimensional adaptive grid, compared to a second-order method on
a uniform grid. Just adapting the grid locally gave a factor of 2 improvement for the high-
order method. These gains will be larger in three-dimensional applications.

The overhead of the composite adaptive grid method which includes the overlap interpo-
lation, the detection, and the construction and initialization of the finer grids, was negligible
compared to the computational kernel.

The grids were refined in the shock regions to retain accuracy because the accuracy at
discontinuities is at most first order, independently of the numerical method used. Spurious
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oscillations generated by the high-order central schemes were suppressed with a cost-
effective scalar artificial viscosity. The artificial viscosity is only added to the scheme on
the finer grid(s) in the vicinity of the shock. Artificial viscosity was not required outside
shock regions because of the inherent stability of the finite difference method. The viscosity
added is smaller than traditionally chosen viscosities and leads to very sharp (approximately
one-point) shock resolutions in both one and two dimensions.

The detection algorithm locates shocks, regions of sharp gradients, and spurious oscilla-
tions. In two dimensions it also determines the orientation of shocks. If a shock is sufficiently
aligned with the grid this information can be used to perform grid refinement only in the
direction normal to the shock. The detection algorithm is fast with onlyO(n) computations
needed, wheren is the number of grid points. No a priori knowledge of the shock location is
needed and the resulting method is therefore shock capturing. The algorithm is independent
of the numerical method and can therefore be used in other solution packages.

This paper is the first stepping stone in the realization of the proposed solution strategy.
We feel that the results warrant future research. The error estimation procedure is still to
be implemented into the code and is nontrivial for high-order methods. In smooth regions
and for short time steps the errors are likely to behave in a nonlinear fashion similar to
the solution. We could, therefore, postulate a nonlinear estimate by translating the stability
estimates satisfied by the solution. Tests should be run to compare the linear method against
the nonlinear approach.

The detected shock orientation could be used to restrict local grid refinement to the
direction normal to the shock if the shock and the grid are sufficiently aligned. The fast
composite grid generator XCOG could be incorporated into the code so that component
grids can be aligned with shocks or other phenomena at runtime.

APPENDIX A: SYMMETRIZATION

For h(S) = eS/(α+γ ),

w = p∗

p

[
E + α − 1

γ − 1
p −ρu −ρv ρ

]T

and

uw = 1

p∗


aρ aρu aρv a

2ρ(u2 + v2) − 1
γ−1 p

aρu2 − p aρuv u
(

a
2ρ(u2 + v2) − bp

)
aρv2 − p v

(
a
2ρ(u2 + v2) − bp

)
− b

γ−1
p2

ρ
− bp(u2 + v2) + a

4ρ(u2 + v2)2

 .

where

p∗ = χeS/(α+γ ) = χ(pρ−γ )1/(α+γ ), p = χ−β
(
(p∗)αw

γ
3

)1/(1−γ )
, (A.1)

with χ = −K/β. The variablep∗ satisfies an equation similar to the equation of state (2.2),

p∗ = (γ − 1)

α

(
w1 − 1

2

w2
2

w3

)
.
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Its computation through (A.1) is cheapest forα = 1− 2γ which is what we use in our simu-
lations. The constantsa, b, andc area = (1− α − γ )/α, b= γ /(γ − 1), andc= (1− 2γ )/

(γ − 1). The flux vectors are

f̃ (w) = p

p∗

[
−w2

w2
2

w4
+ p∗ w2w3

w4
−w2

w4

(
w1 + γ − α

γ − 1
p∗

)]T

,

g̃(w) = p

p∗

[
−w3

w2w3

w4

w2
3

w4
+ p∗ −w3

w4

(
w1 + γ − α

γ − 1
p∗

)]T

,

The upper triangular part of the symmetric matrixf̃ (w)w expressed in the variablesu is
given by

f̃ w = 1

p∗

×


aρu aρu2 − p aρuv u

(
a
2ρ(u2 + v2) − bp

)
u(aρu2 − 3p) v(aρu2 − p) −b p2

ρ
+ cpu2 + a

2ρ(u2 + v2)u2 − 1
2 p(u2 + v2)

u(aρv2 − p) uv
(
cp+ a

2ρ(u2 + v2)
)

u
(
bcp2

r + cp(u2 + v2) + a
4ρ(u2 + v2)2

)

 ,

and forg̃(w)w by

g̃w = 1

p∗

×


aρv aρuv aρv2 − p v

(
a
2ρ(u2 + v2) − bp

)
v(aρu2 − p) u(aρv2 − p) uv

(
cp+ a

2ρ(u2 + v2)
)

v(aρv2 − 3p) −b p2

ρ
+ cpv2 − 1

2 p(u2 + v2) + a
2ρv2(u2 + v2)

v
(
bcp2

r + cp(u2 + v2) + a
4ρ(u2 + v2)2

)

 .
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